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A sketch of four evolutionary scenarios and basic forces enabling the emergence of language(
1. Introduction

Language is a developmental feature specific to humans, although under experimental conditions primates (i.e., apes near to the hominid line of evolution) can learn quasi-linguistic skills, which correspond roughly to the competence of a two-year-old child. Still, it is evident that a specific endowment for language is given to all humans independent from other physical differences, such as size, color, anatomic characteristics, etc. This language capacity allows for the attainment of a stable level of human communication even in the absence of many other skills or at a very low level of intelligence. As communicative skills are central for all elementary human acts, such as the selection of friends and partners, maintaining the family, the rearing of children, cooperation in the work place and all kinds of social and cultural processes, language is a capacity, which lies at the heart of the human condition. It is, therefore, plausible that specific conditions and scenarios in the course of a long evolutionary history have shaped this basic and very stable capacity. It is more than a product of chance, or an “invention” as some pre-Darwinian fictions made believe. If the invisible hand of evolution has formed language, the question of language origin must be asked in the context of modern evolutionary biology and genetics. Actually the most adequate theoretical context is the (neo-Darwinian) synthetic theory. 

The first question is: In what period did language first evolve and how old is our language capacity? The second question is: Did it grow gradually, e.g., starting from communicative abilities common to mammals, or were there catastrophic transitions, i.e., rather quick (e.g., 50 ky) developments, which changed the genetic outfit of the species? An other possibility is that a series of such transitions could have occurred, such that smooth and catastrophic changes merged. The third question, which opens the way for an explanation, concerns the forces (both internal and external) which shaped the evolution of language. 

The three questions mentioned above are not independent from one another, because different forces or scenarios where these forces act imply different rates of change and, therefore, different timing of language evolution. The time scale for the origin of language is fixed by the evolution of the species' specific physical features: skeleton, head, teeth, hands, four-legged vs. upright locomotion, etc. Traces of these features were conserved or can be inferred from archeological records. The following dates help to establish the basic time scale:

· The evolutionary lines which separate the primates, who are living today (chimpanzees, gorillas, orangutans) from hominids bifurcates at a period after 10 my BP. Chimpanzees have been shown to be genetically nearest to humans and their bifurcation line could be 7 my BP. 

· The Homo erectus already had many features of modern man (up-right locomotion, tool use) and reached many places in Africa and Eurasia (not in the Americas) that were later populated by humans. Two million years (2 my) ago is, therefore, a possible early date for a specifically human language.

· Calculations based on the genetic diversity of mitochondria (mtDNA) in living human populations and a genetic clock allows the dating of a point of bifurcation from which all living humans diverge. This date is 400 to 200 ky ago; this means that the language capacity common to all living populations was already present say half a million years ago.
The most plausible period for the origin of language (comparable to human languages today and excluding primate languages) is therefore 2 my to 0,5 my BP. Preparatory stages in a continuous evolution (cf. question 2) may have evolved previous to the emergence of actual language. Insofar as cognitive abilities like sensory capacities, memory, action planning, and manual skill are concerned, much earlier evolutionary contexts have to be considered. 

In order to reach an adequate explanation of language origin we must distinguish the different physical (behavioral) and cognitive competences necessary for the evolution of human language and the evolution of language itself. In the first scenario, language is considered more or less an outcome of a diversity of other features, which developed and contributed a separate benefit for survival, fitness, and population growth. In this case the force fields of language evolution would have existed and persisted long before the bifurcation date of 7 to 8 my, which has separated our lineage from that of chimpanzees.

2. First scenario: cognitive and physical predispositions for language

In evolutionary biology, the phenomenon of predisposition or pre-adaptation is known in various species. Thus certain insects are resistant against pesticides, some bacteria against antibiotics, although they never had an opportunity in their evolution to adapt to a situation where pesticides or antibiotics were part of their environment (and, therefore, no selection for this ability could have occurred). In these cases, other evolutionary processes (under the principles of variation and selection) have created a feature, which (by chance) was also relevant in the case of pesticides and antibiotics. In a similar way cognitive evolution (e.g., of the brain and the sensory organs) probably had fitness-advantage in the sensory and motor field linked to environmental fitness and reproduction. Thus an increase of memory and of imitative faculties could have improved environmental fitness and created a predisposition for language. Walking upright and the transformation of the forehead and the mouth could have produced the typical phonetic apparatus of man between the vocal cords and the lips. Thus, predispositions may be at least one factor in language origin. As language capacity involves motor, sensory and neural abilities, all three domains must be investigated in terms of pre-adaptation. The development of the larynx is possibly the most specific predisposition or preparation for language. Alternatively, it may be a consequence of a gradual increase of language use. As such, it would fall under the second or third scenario.

1.1 Motor rhythms and programs as predispositions for language

Few motor programs are inborn as are the newborn's reflex actions of gripping and stepping. The reflex-action of stepping is lost before the real programs for upright locomotion are learned. For linguistic capacities sequential patterns of muscular control of the hands (cf. gesture) and the rhythms of articulatory movements (cf. lips, mouth openings, the tongue) are the relevant motor rhythms; while for the semantics of languages the understanding of control and causation is basic, and could serve to lay the groundwork for the basic sentence schemata (deep cases, valences).

A scenario for the evolution of motor-control, which in turn creates a predisposition for language production, has to consider areas of cerebral motor control in the domain of the fissura Rolandi, which mainly consists of the sub-areas for tongue, lips, and other facial muscles. In the neural neighborhood, one finds the Broca center, the major area of linguistic motor control in humans. The general trend for an expansion of brain size created brain capacities without a specified purpose between areas of the brain with already specified motor and sensory functions so that a predisposition for a functional expansion was established. Thus motor patterns of chewing and breathing could have been sophisticated to develop motor patterns of vocalization. The capacity of sequential motor-activity and motor planning would have affected internal motor patterns, such that a higher control on the syntax of verbal productions was created. The development of mirror-neurons enabling a quick learning (copying) of motor-patterns from other individuals of the same species would have allowed the quick adaptation to traditions or rituals of vocalization (languages) in the social context of an individual. Possibly a gestured language which used predispositions involving motor skills in performing a series of controlled activities with the hands preceded the higher syntactic organization and fine-motor skills of vocalization and articulation patterns. As soon as the muscular control (a basic coordination of visual and tactile cues seems to be inborn) of hand-movements was achieved and learning capacities were increased (cf. the function of mirror neurons), partial and ritualized hand movements could support semiotic activities on a gestured basis. Condillac had already considered the hypothesis of a gestural origin of language in the 18th century. The plausibility of this hypothesis stems from the parallelism between the gestural communication of deaf mute persons and the vocal communication of humans without such disabilities. Actually, Allott (1989, 1991, 1994) advocates such a model. The cognitive parallelism of gestures and language is also prominent for McNeill (1992). Such hypotheses either assume a fully developed gestured language as a predisposition for the evolution of a sound-based language or a co-evolution of gestured and sound languages based on the evolution of complex motor capacities in the brain. Kien (1994) proposes that the evolution of man brought about a more efficient working memory enabling more complex planning procedures in general (e.g., in hunting, fire-making, tool-making, social behavior). This could have created a predisposition for syntactic planning and utterance complexity.

The flaws of such a scenario are that even if motor-programs achieved a pre-adaptation for language, the transfer of motor capacities to language would have created a conflict in the use of resources (muscular, respiratory, and cerebral). As cerebral resources are very costly (a big brain consumes a high amount of energy), such a transfer is only possible if it “pays”. Therefore, one still needs a complementary Darwinian scenario, in which even initial linguistic achievements pay in terms of survival and reproduction.

1.2 Sensory pre-adaptations for language

One cognitive predisposition relevant for language concerns the evolution of upright walking and our sense of equilibrium. A set of footprints in volcanic ashes was discovered by Mary Leakey in Laetoli, Tanzania. They were dated to 3,5 my BP. Skeletal evidence from Ethiopia could be interpreted in favour of bipedalism existing even 4 my BP (cf. Foley, 1997: 51). One observes an evolutionary transformation of the inner ear, which changes the axis between the windows of the cochlea (the basic organ of sound analysis) and the rotation of the bones of the inner ear (cf. Daniel, 1989: 260). This evolution created the conditions for a three-dimensional representation of the individual's body and its movement. The ear protected by the skull and with the double pathway of the self-produced sound through the air (outer path) or directly the bone (inner path) constitutes an efficient module of our language capacity (and is operative already in the womb). Such an efficient organ could have evolved (after 3 my) in the context of predator detection or avoidance (cf. Calvin and Bickerton, 2000: 111), hunting (possibly to facilitate hunting at night or otherwise without sufficient visibility). Thus a predisposition for acute hearing and recognition based on sounds in contexts not involving communication could have created a platform on which sound communication could evolve rather quickly. There are astonishing morphological differences between the inner ear of Neanderthals and that of modern man (this seems to also be true for the outer and middle ear; personal communication by J.-J. Hublin). The preferred frequency bands could have been different for Neanderthals and modern humans so that it would have been difficult for them to analyze the formants typical of human language, as we know it today. Consequently, vocal communication with Cro-Magnon man was probably difficult (beyond the problem of effective language acquisition).
The acoustic, visual, olfactory, and tactile senses together with motor schemata are necessary for the creation of stable object-concepts and the construction of relations between these (based on the concepts of them). K. Gibson (1983: 46 f.) says:

Similarly the ability to construct an object image from varied properties is apparently absent among reptiles, but present among most mammals. All monkeys and apes construct visual object concepts. Only the most intelligent primates, however, (cebus monkeys, some baboons and macaques, and all great apes) construct and manipulate relationships between two or more objects. (...) Only humans, for instance, use tools to make tools or construct tools from multiple raw materials and then apply these tools in a second goal directed object—object manipulation. Humans also by far exceed other primates in their ability to construct objects hierarchically.

The capacity of relational thinking allows complex strategies in the search for food (memory for places, category of food, time of ripeness, value for different purposes, medical effects, etc.), in its preparation (cutting, grinding, cooking, etc.) and in the collective hunting of animals. The social relations may be better controlled, coalitions and power-positions independent from actual force can be managed, intrigues, strategies, politics can be devised. In the context of this increase in instrumental and social intelligence, language may have become a basic faculty. The behavioral and social consequences of such a cognitive evolution created the conditions under which linguistic competences “paid”, i.e., they triggered a secondary Darwinian scenario, which selected individuals or groups based on linguistic skills. Nevertheless some behavioral and cognitive structures preparing the evolution of language must have evolved independently from selective effects linked to language. In such a scenario the (latent) language capacity could have evolved at the time of Homo erectus (ca. 2 my BP).
1.3 The evolution of the neo-cortex as predisposition for language

The growth of the brain is a general survival strategy and represents a trend in the evolution of mammals from basic insectivores upwards. The first massive pressure towards bigger brains occurred at the transition to active daylight hunting in the trees. Not only the increase of the volume of the brain but also a key development of its form consisting of a preference for rather spherical brains may be observed in this period before the hominids and apes separated. The second major transition occurred when early hominids adapted to life in the Savannah by behaviors such as walking upright and hunting as groups. Thus the general trend towards bigger brains can be understood as a kind of rescue mechanism in situations of ecological crisis or change and because of this and its much earlier occurrence should be understood as emerging independently from the origin of language.

The brain changed functionally while it became bigger, as the different parts of the brain had different rates of growth. The cortex and at a different rate the brain stem grew most quickly, while other parts like the olfactory bulbus lost size proportionally. In the cortex, the temporal lobe and much later the frontal lobe increased specifically. The prefrontal cortex competed for synapses in midbrain and brainstem during fetal development, i.e., for limbic and diencephalic projections, which support stereotypic calls and displays of primates. For Deacon these changes constitute the major change in the hominid brain which caused the transition from primate alarm calls to human combinatorial language. It could have emerged with the Homo habilis; cf. Deacon (1991: 61-69) and Deacon (1992, 1997). Linked to the temporal lobes and their growth the asymmetry between the hemispheres also increased. Even this very specific feature was not “new” for humans, but involved a quantitative change, which may have triggered qualitative and functional changes. Figure 1 shows the relation between body weight and brain weight (on a logarithmic scale, which transforms growth-curves into lines).


[image: image3.png]australopithecus modern human




Figure 1: The relation between body weight and brain weight.

The linear progression (on a logarithmic scale) is characteristic for all families of animals in Figure 1 above but there is a kind of parallel progression in favor of brain weight which distinguishes basal insectivores, monkeys, apes, hominids, and humans. Insofar as brain growth and the shift to higher ratios is a general feature and not new in the case of hominids, brain size is probably not the effect but the precondition for language origin. If we compute the correlation only for the neo-cortex a similar progression is shown (cf. Dunbar, 1997: 78).

If one compares the absolute cranial capacities of five fossil hominid species and modern humans, a large amount of overlap between Homo erectus, Homo neanderthalensis and Homo sapiens appears. The Homo habilis overlaps with the zone of modern great apes but only minimally with Homo erectus (the graphics are adapted from Martin, 1998: 51).
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 Figure 2: Cranial capacity and statistical variation (cf. Martin, 1998: 51).

On the basis of these data the group of Homo erectus, Homo neanderthalensis and Homo sapiens form a sub-group; the Homo habilis seems to be a species in transition from more apelike creatures (the Paranthropus boisei has a range of values from 475 to 630 and the Australopithecus africanus a range from 425 to 485).

A larger brain involves a set of preconditions and consequences. First, brain size depends largely on in-utero growth in contrast to the growth of bones and thus of overall body size which depends on nutritional and environmental conditions after birth. In-utero growth is controlled by the energy supply available to the mother, e.g., the quality of her food. Therefore a change in hominid diet (and probably food sharing between males and females) was the major precondition for an increased brain. The first consequence of a bigger brain in the newborns is the difficulty of delivering the baby through the birth canal. The “solution” found was an almost boneless infant and an oblique position of the birth canal (which had been modified due to upright posture) and a correspondent rotation of the baby before it is born. Both features could only have evolved based on some favorable mutation being selected for. The basic causes of this evolutionary change were more likely the new nutritional conditions than the demands for higher intelligence in a new environment. The effect of a bigger brain could only stabilize the condition of nutrition at a higher level of energy, as it enabled a more efficient hunting and meat preparation; this effect could by itself guarantee that the genetic innovation survived (cf. also Ragir, 2001).

The individual growth dynamics of brain and body are another key to language evolution. In Lenneberg (1967: 173), humans and chimpanzees are compared based on relative age from birth to adulthood (18 y. in humans, 11 y. in chimpanzees). The growth of the brain in chimpanzees nearly reaches its maximum at the age of two (corresponding to the age of 3½ in children), it intersects the growth curve of the body before the chimpanzee is one year old. The growth curve of human babies is very quick until 3½ years and crosses the curve of body growth only in adulthood (ca. 17 years). The human growth curve of the brain is linked to its maturation, its plasticity and the length of the intensive learning phase. Now if the birth of the human body in a rather early stage of brain maturation and the huge difference of brain plasticity and adaptive capacity had evolved before language appeared as a stable human feature it would constitute an important pre-adaptation for language use and language learning.

Some authors argue that there is a threshold of brain volume for the possibility of language at ca. 750 ml (cf. Oubré, 1997: 107). This critical value has been called the “Cerebral Rubicon“. After the recognition of the Homo habilis as a separate fossil species (mean value 631 cc) the value was reduced by some specialists to 600 cc (cf. Martin, 1998: 51). The human child reaches this threshold after one year; the Homo erectus would have reached it after six years. As he had a rather short period of life, language acquisition (if possible) would have been correspondingly slower and its completion (even at the level of some protolanguage; cf. Wildgen, 2004a: Chapter 8) would have overlapped with the critical period of sexual maturation and reproduction. Therefore it would not have paid for this species in the first stages of its evolution.
A final transition to bigger brains in human evolution may be linked to better control on hand movement and to the manufacturing and usage of stone tools, which reduced the muscles for biting and mastication and thus the forces applied to the cranial case. The earliest stone tools come from the Oldowan culture (ca. 2 my BP). If tool making and tool-usage had a selective impact on brain-size then it could have created indirectly (via brain-size and corresponding motor controls) a predisposition for language.

1.4 The evolution of the larynx as predisposition for language

[image: image1.wmf]The basic evolutionary constellation in the larynx concerns the spatial and functional relation between the pathway of air from the nose (to the lungs) and of food (from the mouth to the stomach). This constellation is already present in fish, where two separate pathways exist (cf. Wind, 1989: 181). As the trachea is ventral (below) and as the opening (later the nose) lies above the mouth, both pathways have to cross. In many mammals (e.g., the dog) the paths cross laterally, the epiglottis and the soft palate have to open and close in order to regulate the flow of air and food/drinking on the two paths. In humans, both organs are separated and thus cannot fulfill the original gate function in parallel. This is a danger or at least a disadvantage, which has to be compensated. The change in the geometry of the larynx is one of the preconditions for spoken language, it separates two major concavities; the tongue which moves between them can regulate the proportion between these “resonators”. This proportion controls the formants, i.e., the major frequency bands of vowels. Thus the articulation of vowels and velar pharyngeal consonants is due to the deeper and vertically transformable larynx.
 The vertical position of the teeth and the closed circle of teeth in humans make the articulation of frontal consonants (dental, alveolar) possible. This change of morphology was probably linked to the use of tools and fire in the preparation of food which made chewing less hard; the power of the jaws decreased and allowed for a new shape of the mouth (more rounded) which made it perfectly fit for sound modification. Figure 3 shows the transformation of the cranium and the mouth in human evolution.

Figure 3: Transformation of the cranium in human evolution from rhesus monkeys to baboons, via gorillas and australopithecines to modern humans (cf. Weiner, 1972:32).

Laitman et al (1979) have reconstructed the basic cranial line of Neanderthals which is a relevant measure of evolutionary change.
 The index K computed by Budil (1994) shows a positive change of the index from primates to modern man and from (reconstructed) skulls of early hominids (2 my) ( Neanderthals ( archaic Homo sapiens (e.g., hominid from Petrolona, Sternheim, 0,2 my BP; other measures proposed are the Landzert angle or the Larynx-Height-Index, cf. Boë, Maeda and Heim, 1999: 53 f.). These skulls have even values above those of average European skulls, whereas the factor K puts the Neanderthals in the neighborhood of living primates. In general it seems that the morphological dispositions for articulated language were already present 300 to 400 ky ago. There are no hints at a sudden (catastrophic) transition to a new morphology which allowed for articulated language. Possibly the protolanguage of Neanderthals was less rich in vowels, more nasal, less musical than ours and this could have been a sufficient basis for behavioral (negative) selection in reproduction across subspecies of humans.

The first scenario of language evolution described in this section is probably responsible for the evolution of language at an early stage (e.g., 2 my BP). As far as the vocal apparatus is concerned, it can be proved that a very specific adaptation for vocal language had reached the level of modern humans before 100 ky BP. Thus the skull base found at Qafzeh (Skhūl V) “had a completely modern supra-laryngeal vocal tract around 92 ± 5 ky BP” (Liebermann, 1989: 406). Even if we accept Liebermann's results and conclude that Neanderthals did not participate fully in this evolution, the bifurcation point of the two lineages (cf. ibidem: 404) is at 700 ky BP from the erectus lineage. This means that even under this restriction the capability for a vocal language would have evolved between 700 and 100 ky BP. If the Neanderthals had a language capacity (oral language production) comparable to Cro-Magnon men then the evolution of our articulatory capacity should have evolved in the period before the bifurcation, i.e., after the Homo habilis, in the period when the Homo erectus began to expand into Europe and Asia (e.g., after 1.7 - 1.6 my BP).

In the domain of referential content and contextual use of language (semantics and pragmatics), cognitive pre-adaptations were probably the major force or cognitive capacities like motor-control, recognition, memory, and action planning co-evolved with language. It is hard to conceive of a specific selection on language performance in the semantic domain, whereas the scenario of sexual selection can better explain the evolution of the behavioral surface, e.g., the type of vocalization (cf. the third scenario below). This would underscore the claims of cognitive semantics that language is strongly integrated with other cognitive abilities and would restrict the Chomskyan claim of modularity. The claim that syntax is highly species-specific for modern humans could be further sustained if one can show that it follows from principles of speech production and that it has socio-semiotic qualities which may be selected.

The Darwinian principles operative in the case of long-range pre-adaptations for language are the same which are responsible for hominization in general, and the whole discipline of Evolutionary Anthropology has as one of its major aims to find these principles, i.e., to tell us what were the relevant genetic determiners (mutations) and their anatomical, physiological and behavioral consequences. Other disciplines (e.g., Physical Anthropology or General Biology and Geophysics) can tell us the possible ecological frames responsible for the selection of these characteristics.

It may be plausible that due to long-ranging causes and some ecological changes, like adaptation to daytime hunting in the forest and the transition to the Savannah, a selective effect on cognitive and communicative capacities of early hominid species occurred. For the more specific evolution of linguistic capacities in a shorter period, say in the range of 500 to 50 ky, it becomes much more difficult to imagine how genetic variation and environmental selection could control the evolution of language. The following scenarios present possible answers to the question: How was a specific evolution of language capacity in a rather short time possible? We assume at least that pre-adaptations (cf. the first scenario) are not sufficient in themselves to explain language origin.

3. Second scenario: bottleneck situations and the rapid evolution of language

The bottleneck scenario is a general model of genetic speciation. If a large population accumulates genetic variations over a long period, these changes do not transform the average of the species because by gene exchange the differences are distributed homogeneously. Only if gene exchange is interrupted and subpopulations are (geographically) isolated does a selective effect occur. In an extreme case, one small group (e.g., one pair), which by chance has specific mutations in its gene pool, is isolated from the population and further gene exchange is interrupted. Now if the ecology is very specific for the isolated group and if the mutation they represent turns out to be highly competitive, then this population will expand successfully. In other cases of isolation, the subgroups will not survive and their specific genetic outfit will be lost. If both factors – genetic isolation and ecological pressure (dramatic selection) – work simultaneously, some genetic variants will survive under pressure and even be selected for an optimal representation of the beneficent genetic variation; all other variants are lost in the isolated groups though they may still be represented in the main population. The bottleneck scenario means that only a very small subset in the genetically variable population goes through the bottleneck (loosing the richness of genetic variations of the total population). After the bottleneck, the surviving individuals expand and form a large community sharing a specific altered genetic pool. If this process is repeated, i.e., if subpopulations are isolated, and a small minority survives under ecological pressure, a selection-tree is produced on which only those branches fitted to the ecological niches survive under separation. After a series of such bottleneck situations occur in a species, some remaining groups will be so far from the main population that they do not interbreed (for biological or behavioral reasons), i.e., the species has been separated into two or more subspecies. The separation may be enforced by ecological changes as when lakes or rivers separate former ecological units, or may be caused by migration.

In the context of human evolution the species Homo erectus had extended the territory they inhabited into Asia (cf. the Java man or the Peking man), while the Neanderthals had occupied the rims of the glaciers in Europe and Middle Asia. The adaptation to specific environments isolated these populations and created specialized subspecies. Probably populations of early modern man expanded along riverbanks and coastal areas whereas the remaining Homo erectus populations preferred ecological niches in the interior. The gracile modern types of man, adapted to the tropics, did not initially enter the European area south of the ice rims where Neanderthals lived, but only immigrated later as the climate became warmer.

If a bottleneck scenario may suffice to explain the rather quick separation of species, specific contexts, which provoked a selective bottleneck and tipped the scales in favor of selection for language capacity, must still be established. One theory in this context is the aquatic ape theory. Some hominids in East Africa would have been isolated in ecologies where they wholly depended on fishing and food gathering at the shore or in the water. They would have readapted to swimming and diving (thus the direction of hairs on the human body and the partial loss of fur, traces of web between the fingers of the human hand could be indications for such a move). In this case sound communication could have replaced visual signs (gestures), because signing with the hands is more appropriate for creatures standing face to face and being free to move their hands in space. It is true that this theory has found no acceptance in the community, but some dramatic ecological shift in the criteria of fitness in favor of sound language must have occurred in a bottleneck situation such that very specific mutations should have survived (in a rather small population). These individuals with their narrow range of genetic variability at the abyss of extinction could have been the starting points of the subspecies leading to modern man. Nevertheless, the variants surviving in bottleneck situations can only select patterns already present in the original population. This means that language capacity must represent in some way continuity with capacities for communication and cognition found in earlier stages. For some language functions, this means that warning calls, sounds for social identification, and signals for the delimitation of areas of control were probably specialized and elaborated in the transition to protolanguage. Other language functions may develop based on rather small functional domains due to functional transfer or functional bifurcation.
 This could have been the case for cognitive functions originally not accessible for social communication, e.g., spatial orientation, causal understanding, instrumental control, which then became included in the repertoire of social communication.

Just to fill the gap left by archeological research one could postulate a series of bottlenecks corresponding to the series of fossil human species discovered up to the present day: Homo habilis, Homo erectus (possibly distinct from Homo ergaster leading to modern humans), Homo neanderthalensis and finally Homo sapiens.

	Species
	Bottleneck
	Selection
	Language

	Homo habilis
	Life in the Savannah enforced by climatic change in Africa.
	Change of diet,

hunting instead of gathering fruits.
	Communication in food sharing

child rearing com​munication.

	Homo erectus / Homo ergaster
	Geographic separa​tion into isolated subgroups, sudden changes of the fauna.
	Adaptation to colder climates during mi​gration; ice age fluctuations of cli​mate.
	Learning and teach​ing of tool use, communication in families (parents-children).

	Homo neander​thalensis
	Subarctic climate separates the groups ecologically.


	Industries for tools, clothing and housing determine a social selection of groups.
	Accumulation of cultural knowledge, vocal communica​tion in the dark (night or cave).

	Homo sapiens
	Explosion of the volcano Toba (70,000 BP)


	Competition with Homo erectus and Homo neandertha​lensis.
	Larger communi​cative networks and symbolic organiza​tion of social life.


Table 1: Correspondence between possible bottleneck situations, kinds of selective pressure and linguistic consequences (some details refer to the model of Lovejoy, 1982, cf. Wenke, 1999: 140 f.).

Only mutation, genetic shift, isolation, and ecological pressures on small populations in danger of extinction (and the genetic loss by extinguished subpopulations) are allowed in this scenario. Emergent language capacities could have gained definite advantages for survival during such bottlenecks and in the expansion stage after the bottleneck this trend would have been continued and further strengthened.

4. Third scenario: Sexual selection and a run-away evolution of language

Darwin’s theory of evolution draws some of its plausibility from the analogy with the breeding of domestic animals like dogs. All the highly specific variants of dogs stem from one basic population of wild animals: wolves. The systematic selection of specific features by the breeder has created all the known varieties in a rather short time. If one could find natural processes acting like breeders, i.e., deciding to prefer a specific set of features (body size, color, character) one would have a good scenario for a rapid evolution of language. In 1871, Darwin directed the attention of biologists to the rather strange preference for features without manifest ecological profit in sexual selection. Thus deer have enormous anthers; they are mainly profitable in the period of rut when the deer has to conquer or defend a group of hinds. In many birds and fishes beautiful colors attract the attention of predators and are thus negative for environmental fitness, nevertheless the advantage in the situation of selection by females/males causes an overall benefit for reproduction. In general, Darwinian fitness has to consider different, possibly conflicting advantages. Survival against predators and exploitation of ecological resources are one type of selective controls, while attractiveness compared to rivals in the eyes of a female/male is another. Sexual selection is in some ways comparable to the preferences of the breeders. They imagine that a specific feature is an advantage and they select for it. If all females select the same feature in males (or vice-versa) this feature will become very prominent in the next generations. Moreover, these preferences may shift (and the shift will depend on the statistical increase of the selected feature). This creates a self-referential process, which is called run-away, because as soon as a certain preference gains some importance it may be reinforced repeatedly and go quickly to a maximum eliminating all features not obedient to the preference. As the overall ecological selection criteria continue to exist, the run-away scenario presupposes that the sexual selection does not intervene dramatically with overall fitness or that the level of fitness or the tolerance of the ecological niche is such that minor losses of overall fitness have no effect on selection.

Even if linguistic communication is not a basic precondition for sexual partnership, it is rather natural to assume that the sexes (one or both) developed a preference for communicatively proficient partners and selected in majority on this criterion. This preference could be rather superficial, e.g., the sounds produced by the partner should have some accepted range of frequency or other remarkable features. In this case foreign sounds or strange vocalizations would be rebutting. In a society with a stricter control of the adequacy of mating partners (eventually controlled by the parents or other relatives), more refined criteria of communicative competence may be applied. Finally the transition from sexual to emotional selection (“love”) can modify the criteria of sexual selection. As we do not know the details of the social organization of Paleolithic and Neolithic societies, we cannot reconstruct their communicative codes (cf. Wildgen, 2004a: Chapter 9). The criteria of sexual selection are therefore underdetermined and the scenario remains vague.

The evolution of human sexual behavior itself may be a factor, which brought linguistic behavior into the frontline of sexual selection. Thus sexual activity became more and more independent from the female menstrual cycles and therefore sexual selection became a permanent and socially dominant mechanism. As females had to care for more children (and for longer periods) food sharing of males with females and children became necessary for the reproductive success of the clan or family. On the one side, females needed more and richer information on the males to select in order to be able to predict their future behavior in the caring for females and children. On the other hand, the males, who did not want to invest in the children of other males, had to know enough about the females in order to trust them when they were on long hunting excursions. In general the new quality of social organization required a kind of “theory of mind”, which allowed partners to trust one another (some authors say romantically that sex changed into love under the new conditions). Information about others' attitudes, beliefs, and dispositions to act can only be transferred if a language beyond the expression of actual feelings and reactions to present situations exists (cf. the role of “displaced reference” proposed by Hockett in 1960, then reanalyzed in: Morford and Goldin-Meadow, 2001). This includes a capacity for deliberate and strategic deception. Although this scenario can only be described roughly based on what we may infer about the social organization of early stages of man (even actually existing societies of hunters and gatherers show a larger variety of role distributions and relations between the sexes), it remains plausible that sexuality is a key to the evolution of language. Other social relations like kinship relations, partnership between members of the same sex (friendship-networks) follow from the fundamental relation between the sexes and may influence the selection of preferred features via sexual selection. Another kind of selection may be determined by social exclusion, which diminishes the chances of survival and of reproduction (and may even have lethal consequences if protection against murder is lost). If males and females were selected in view of different linguistic competences this selection still contributed to the overall pattern of linguistic competence, but left some traces in gender differences. Several sub-scenarios, which result from cost and benefit evaluations in mating behavior, can be imagined.

Dunbar (1997) has found that chimpanzees employ 20% of their time in grooming. These practices are necessary to uphold social solidarity, social roles (hierarchies), to control conflicts, etc., i.e., grooming is a semiotic activity, a ritualized behavior abstracted from mutual hygiene. In bonobos, sexual activities are ritualized for social purposes. Dunbar argues that the percent of time spent on grooming-activities depends on the size of the group. If the social organization of the group tends to larger communities, these techniques of solidarity and social peace become energetically too expensive. Vocal communication, chatting, simply construing vocalized contexts of solidarity is an alternative. The most proficient actors in social communication get dominant roles in the tribe and reproduce at a higher rate. A run-away process makes this competence desirable and creates the necessary social power. Very soon a population may be organized by selection on communicative, i.e., linguistic competence.

Although the analogy with chimpanzees and bonobos is tempting, the positive social effects of chatting and making small talk cannot explain the emergence of highly sophisticated grammars. One could easily imagine a combination of scenario one (pre-adaptation) with this scenario. The social function would have selected the permanent use of vocal productions and the independent cognitive evolution with its pre-adaptation for language would have filled in the complexities of conceptual thinking. Sound language as a permanently ongoing social activity would have become the medium of cognitive processes and another runaway process would have started. As soon as the cognitive capacities of the species became an object of social attention and awareness, the expression of cognitive content became a routine, gathered behavioral and ecological significance and entered into the preference pattern of sexual selection. The expressed (practical and social) intelligence would be a much better candidate of sexual selection than the socially invisible cognitive fitness of individuals. The fact that women show less linguistic pathologies and that their abilities for social communication are higher than those of men (statistically), may be interpreted in the sense that it was rather communicative than instrumental competence which correlated with linguistic evolution. Men could have inherited their part of communicative competence by genetic redistribution of features to both sexes. In more recent research (Dunbar, 2002) evolutionary criteria are applied to study the mating choices visible in personal advertisement and in history (marriage records in Eastern Frisonia, conflict in a Viking society, and others). Although cultural rules govern the transmission of choices over many generations, the choices themselves follow criteria of an evolutionary game with the number of offspring and their chances for survival as guiding criteria.

5. Fourth scenario: Language as a universal symbolic medium

In the last scenarios environmental factors like climate and the availability of food resources, and, depending indirectly on the former, social factors like group size, birth rate or division of labor and migration were considered the driving forces in the evolution of human cognitive and communicative capacity. It became clear, however, that pre-human and human societies moved gradually into self-made ecologies, and that consequently the dramatic dependence on ecological forces, which are independent and uncontrollable by humans diminished. Finally the replacement of the highly specialized subspecies Homo neanderthalensis by Cro-Magnon men, whose bodily constitution was not arctic but rather tropical, was the most dramatic signal, showing that modern humans were able to become (fairly) independent from natural forces and that they could cope with any variation of these forces. Therefore one must look for other than naturalistic forces as governing the evolution of the human species surely after 50 ky BP (possible much earlier). However, these forces cannot come from nothing; they must have evolved and gained relevance in the course of evolution. Instead of arguing in terms of biology or some other natural science, one could take the opposite view and say that the symbolic medium was there at the beginning and that all the biological adaptations were dependent on their relevance to the symbolic medium. This approach constitutes an alternative argument conceived in terms of semiotics and other social sciences, and has the advantage that the semiotic function does not suddenly pop up in the evolution of man; it was present from the beginning and just became more prominent or even dominant on the path of human evolution. The plausibility of an original symbolic medium can be established based on different explanatory endeavors.

Two such alternative explanations have already been proposed. In a philosophical (epistemological) context. Cassirer (1944) posits a symbolic capacity already implicit in perception, insofar as the flux of spontaneous impressions must be halted and a meaning (relevance) must be imputed to the chosen (frozen) segment. This is a basic capacity, which humans share with many animals. The meaning associated with a selected and stabilized perception (i.e., a memory) may trigger a spontaneous expressive behavior, which becomes a “natural” symbol, because it is causally linked to the process of perception and immediate memory. If the domain of expression itself is stabilized and gives birth to expressive gestalts, which are socially recognized, i.e., linked to stable reactions in others, a second level of the symbolic is reached (a “symbolic form” in Cassirer’s terminology). Language and other highly ritualized and repetitive social behaviors (dance, rituals, and the production of artifacts) accumulate and organize the products of a symbolic culture at this level. Chimpanzees and other higher primates only reach this level if humans instruct them but it is the normal level for humans. A third level is attainable, if these symbolic objects (signs) become themselves the objects of perception and reflection, e.g., in language acquisition after the age of three, when a critical level of consciousness and an episodic memory are developed. Multilingual and multiethnic experience contributes critically to this level of language consciousness (for the discussion of “language consciousness” cf. Bateman and Wildgen, 2002). In summary, (cf. Wildgen, 2004a: Chapter 9 for symbolic forms and their genres) the cognitive system (perception, memory, expression) of higher primates contains the germ for the unfolding of a symbolic competence, which is the driving force in the evolution of language. Climatic and social contexts define proper contexts for the “growth and flourishing” of this capacity. This process of development probably requires higher brain capacity, which depends on a better quality of food (more energy, less time demand); it also creates new problems which have to be solved, e.g., a type of social organization or of social networks beyond the clan. As long as these conditions are not met, the development does not continue or, if it occurs locally, it is lost again. This line of argument may evoke the “vitalism” of the end of the 19th century, but it could fit into a generalized Darwinian framework, insofar as some natural evolutions (explained by mutation and selection) have long-range consequences; they create a potential, which only unfolds under proper conditions. This type of explanation does not exclude the other scenarios; it rather completes them. The symbolic function of behavior could have been relevant at different stages of human evolution:

The erected locomotion of early hominids (e.g., australopithecines) can be interpreted as a generalization of a current posture in conflict and competition (e.g., horses and bears adopt such upright postures in critical situations). It could have been selected for its symbolic content, which would have supported an evolutionary one: the need to survive by dominating the environment and coping with conflicts and crises.

The reshaping of the skull (cf. the cranial lines discussed in scenario 1) produced a face optimized as display for expression (mainly the eyes and the mouth) and concentrated the signals emitted during sexual selection, child-raising and fighting with rivals.

The increase in the size of the brain with social complexity (cf. Dunbar’s results) could have its origin in the augmentation and differentiation of social signals in courtship behavior, alliances between physically inferior individuals, sharing of food and control of reciprocity (book keeping), and many other behaviors including deception as well as truthfulness.

In the competition between Neanderthals and Cro-Magnon man a higher level of symbol use, e.g., in art and ritual may have allowed Cro-Magnon man to establish and organize larger social networks, a more effective exchange of genes (by exogamic reproduction) and of cultural innovation. It is rather implausible that they were superior in force or better adapted to the near arctic climate in Europe than Neanderthals.

A second proposal is less philosophical and relies on a comparison of Paleolithic civilizations with existing cultures of hunter/gatherers in Africa and Australia.
 Livingstone (1983) argues that the normal communicative means found in primates and other animals would have been sufficient for social cohesion and conflict management. Referring to social tribe structures in Australia he shows that many different social groups share rather homogenous territories and need symbolic means to distribute common resources, common goods (e.g., water), and women (to prevent inbreeding). They use very complicated rules to achieve this and this level of rule-governed social organization is only possible if language exists. Language, myth, religious beliefs, magical techniques are different means to solve the central problem of a distributed multi-tribe and multi-ethnical system. In this perspective language would have coevolved with a whole set of social and cultural practices and would in its origin been functionally nearer to rituals, magic and myths. This scenario is plausible as it may be linked to existing cultures in Australia and other conservative social systems. The problem with this scenario is that modern man came to Australia ca. 40 ky ago but we have seen that the origin of fully-fletched languages is rather in the period after 500 ky. In order to maintain this scenario, one has to assume that the social structures found in Australia in the 19th and 20th century were conserved (in principle) during the intervening migrations. Moreover they should have remained stable in Africa between 500 and 100 ky.

6. Conclusions

The biological character of a genetically coded language capacity does not allow for scenarios with time scales shorter than 100 to 50 ky. Even then only very specific scenarios like those described by the bottleneck scenario and the run-away scenario of sexual selection must be chosen (and very specific contexts of their application). In general a multilayer model must be found with scenario one as foundation; the bottle-neck scenario is plausible enough to explain the evolution of modern man in general, the run-away scenario of sexual selection may complete the picture for more recent evolutionary steps and the scenario of a symbolic medium can account for the cultural dynamics since Paleolithic art. The general hypothesis of an evolution of language (and possibly modern man) driven by his (latent) capacity for symbolic behavior which unfolded under proper circumstances is tempting. It puts language in a larger context (together with technique, art, ritual, religion and other cultural phenomena) and makes the transition to later development in the Neolithic period and the first large civilizations in Egypt, Mesopotamia and the Indus valley look more natural. It is difficult to imagine a theory of the historical developments that humankind witnessed on purely biological (genetic) principles.

The functional contexts, which could explain the selection of linguistic competence in a Darwinian framework, are the following:

· Communication in sexual partnership (choice of partners).

· Communication and identification in breeding; females may consider possible help by males in future breeding in the context of sexual selection (see above).

· Communication in conflict management; this allows lower costs in ritualized conflict scenarios and differentiates social roles.

· Collective action and signals relevant for others: warning, ganging up against predators, collective hunting or preparations for it (forerunner of common knowledge).

· Marking of symbolic frontiers by naming and the creation of myths (forerunner of literature).

· Establishing and stabilizing the rules of social behavior (forerunner of laws and social conventions).

· Power management by strategic symbolic behavior, alliances, techniques of cheating, duping (forerunner of political and economical management).

Human vocal communication monopolizes many of these functions although gestured and olfactory communication is still relevant. In human societies, a specific profile of communicative functions is elaborated. Shifts in these functions can bring about rather quick changes in the symbolic system (e.g., in language) without affecting the basic language capacity, i.e., the protolanguages of Homo erectus, Neanderthals and archaic Homo sapiens were probably different from modern languages in respect of their basic functions. Even later rather deep changes in the linguistic system are possible in the tolerance domain of our inherited language capacity. This makes it very difficult to infer features of our language capacity from the analysis of existing languages and their grammars (cf. Wildgen, 2004a: Chapter 8 for recent positions in the discussion of this topic).

The analysis of the evolution of symbolic communication beyond language could help to uncover the deeper (biologically rooted) language capacity, which goes beyond currently described typological differences between languages.
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( This article is based on a conference given in Sozopol (Bulgaria) at the 11th Early Fall School of Semiotics, September 10-16, 2005. It contains materials from my book on “The Evolution of Human Language” (Wildgen, 2004a). I thank the organizers and the New Bulgarian University (NBU) for their invitation.


� Currently one distinguishes the African line reaching up to the Homo rudolfiensis, which had a brain of less than 1000 cc and the Indonesian, Chinese and European Homo erectus with a brain volume bigger than 1000 cc. The African link to all Homo erectus out of Africa could be the Homo ergaster (e.g., the KNM ER 993 found in the Turkana area). The oldest specimens of Homo erectus in Java have the age of 1,8 my (the youngest could have lived until 50 ky BP). The Homo erectus found in Georgia (Dmanisi) has an age of 1,7 my. BP = before present; the reference date is 1950.


� A summary and comment on a large set of publications on the topic “Origin of language” is contained in Johansson (2005).


� Even if the brain weight can be computed on the basis of archeological skulls (mostly parts of them)., it is still difficult to compute the body weight of the analyzed species. The statistics for an extrapolation may be either based on living primates, e.g., chimpanzees or humans; moreover the degree of sexual dimorphism can change and if the sex of the analyzed item is not known further uncertainties are added.


� In comparison with higher primates humans have chosen the strategy of giving birth to mentally immature children; this is a strategy also chosen in other mammalian lineages and is not restricted to humans; cf. Jablonski, 1998. Neotheny and the raising of physically and mentally rather immature children raised important questions of the use of resources, which relate the metabolism of the mother during gestation, the amount of energy necessary during weaning, gestation time and birth giving rhythms. Cf. the “maternal energy hypothesis” put forward by Martin (1998).


�	The nursing baby can still breathe and drink simultaneously because both pathways are independent. A sub velar position of the epiglottis has also been observed in other primates (cf. Starck, 1981: 586).


�	In the case of fossils where only parts of the skull are conserved it is difficult to reconstruct those parts of the line towards the neck and below the (lost) brain. Daniel Laitmann (contribution to the conference in Leipzig 2nd of June 2002) showed that two major forces govern this evolution: the expansion of the parietal lobe, which inflects the line, and facial retraction probably due to lesser force necessary for mastication.


� Ambrose (1998) discusses a series of bottleneck scenarios. He refers specifically to the explosion of the volcano Toba in Sumatra around 70 ky BP, which lead to a volcanic winter of several years and brought about the coldest period in the Later Pleistocene. As this very cold period persisted for almost 1000 years, many animals died out. This catastrophe probably also brought the human species of this era near to extinction; they could only survive in climatic islands. Ambrose suggests that this event triggered the last evolutionary phase in humans.


� Cf. Wildgen (2003a, forthcoming 2004b) on the continuity versus discontinuity in linguistic processes and the symmetry breaking in evolutionary processes concerning language functions.


� Heeschen (2001) points to two major functions of speech in archaic societies: On one side speech establishes a kind of fictional consensus which plasters over divergent interests and conflicts, on the other side it allows humans to go beyond the security-circle of a community, to address foreigners; the narrative deserves the first function, the aesthetic play or artifact prepares for the second one.


� The comparison of living with Paleolithic populations has been criticized because living populations are heavily influenced by modern civilization and mostly analyzed in terms of them. Nevertheless, this evidence is the best we have because archeological findings before the appearance of art (before 40 ky BP) tell us nothing about the social organization, the religious beliefs and the ritual practices of these populations and even the first artifacts require proper interpretation in the light of existing ethnical entities (cf. Wildgen, 2004a: Chapter 4).
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